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Abstract. Dynamical (or ode) system and neural network approaches for optimization have been
co-existed for two decades. The main feature of the two approaches is that a continuous path starting
from the initial point can be generated and eventually the path will converge to the solution. This
feature is quite different from conventional optimization methods where a sequence of points, or
a discrete path, is generated. Even dynamical system and neural network approaches share many
common features and structures, yet a complete comparison for the two approaches has not been
available. In this paper, based on a detailed study on the two approaches, a new approach, termed
neurodynamical approach, is introduced. The new neurodynamical approach combines the attract-
ive features in both dynamical (or ode) system and neural network approaches. In addition, the
new approach suggests a systematic procedure and framework on how to construct a neurodynam-
ical system for both unconstrained and constrained problems. In analyzing the stability issues of
the underlying dynamical (or ode) system, the neurodynamical approach adopts a new strategy,
which avoids the Lyapunov function. Under the framework of this neurodynamical approach, strong
theoretical results as well as promising numerical results are obtained.
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1. Introduction

In this paper, we are interested in finding a local optimum of the following gener-
ally constrained optimization problem:

nger}f(x) (1a)
s.t.g(x) <0, (1b)
h(x)=0, (1c)

where functions f:R"—R', g:R"—R™, and h:R"— R’ have continuous
first order derivatives.

It is very important to observe that the optimization problem (1) itself is posted
in the continuous form, i.e., x can be changed continuously. In the literature, the
necessary and sufficient conditions of a local optimum are also presented in the
continuous form. Furthermore, almost all the theoretical study for problem (1) is
in the continuous form. However, it is very interesting to say that when it comes
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down to the numerical solution of (1), most of the conventional numerical methods,
such as the gradient method, Newton’s method and quasi-Newton’s methods, are
addressed in the discrete form. This interesting situation is mainly due to the fact
that the computer’s computation can be only done discretely. But is it possible to
study both the optimization problem and the solution methods in its original form,
i.e., continuous form? Can strong and attractive theoretical results be obtained for
these new solution methods? How would numerical solutions be obtained in this
way? These questions will be addressed, at least partially, in this paper. Further
and extensive research is much needed to better understand the continuous solu-
tion schemes for (1). It should be noted that we are not the first group to think
about these questions. In the literature, there are many papers that have addressed
these questions, partially or in some way. These papers can be classified into the
following two categories:

e Dynamical system approach. The research in this approach started in 1950s.
In the literature, this approach bears many different names, such as gradient
process [4], differential equation or ode method [1, 2, 6, 12, 13, 14, 62, 26,
47,48, 68,76, 49, 74, 75], curvilinear search method [7, 8, 9, 10], continuous
method [16, 22, 58], dynamic method [55, 16], trajectory-following method
[61, 52], and gradient-flow method [60], etc. Here we unify these names as
dynamical system approach. The essence of this approach is to convert prob-
lem (1) into a dynamical system or an ordinary differential equation so that
the solution of problem (1) corresponds to a stable equilibrium point of this
dynamical system. It is worth mentioning that most of the research in this
approach were done by mathematicians. A detailed review on this approach
is given in Section 3.

e Neural network approach. The major breakthrough of this approach was due
to the seminal work of Hopfield [32, 33] in early 1980s. He introduced an
artificial neural network to solve a TSP problem [34]. The mathematical rep-
resentation of his neural network is an ordinary differential equation which
is asymptotically stable at any isolated solution point. A companion of this
neural network is an energy function which is a Lyapunov function. He showed
that as time evolves, the solution of the ode will converge to the optimum, and
in this whole process, the energy function will decrease monotonically in time.
The most attractive feature of this approach is that the solution of problem (1)
can be obtained on-line in real-time by constructing an electrical circuit which
represents an artificial neural network. Following Hopfield’s idea, numerous
neural networks have been proposed to solve (1) under some convexity as-
sumptions. Interestingly, most of the research in this approach was done by
engineers. A detailed review on this approach is given in Section 4.

In each of the two approaches, there are more than 30 research articles and
books, however, none of these address, compare and analyze the two approaches in
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details. In particular, there is no review paper for the dynamical system approach.
Motivated by the strong desire to break the wall between the two approaches and
combine them into a more powerful approach for (1) based on the merits of the two
approaches, this paper attempts to achieve the following three goals:

(i) to review the research results in the dynamical system approach, and identify
the merits of this approach;
(ii) to review the research results in the neural network approach, and identify the
merits of this approach from the mathematical point of view; and
(iii) to propose a new approach, termed neurodynamical approach, which shares
all the merits and remove some limitations of the above two approaches.
The rest of the paper is organized as follows. First some preliminary results and
definitions are provided in Section 2. Detailed reviews on the dynamical system
approach and the neural network approach for optimization problems are presented
in Section 3 and Section 4, respectively. Then the new neurodynamical approach
is introduced in Section 5. Two neurodynamical systems including both theoretical
and simulation results are presented in Section 6. Finally, some concluding remarks
including future research directions are addressed in Section 7.

2. Preliminaries

Consider the following simple dynamical system or ordinary differential equation
dx(z)
=d(x), 2
o =d() @
we first state some classical results on the existence and uniqueness of the solution,
and some stability definitions for the dynamical system (2) in [63, 69].

THEOREM 1. [69] Assume that d(x) is a continuous function from R" to R".
Then for arbitrary t,>0 and x,€ R" there exists a local solution x(t) satisfy-
ing x(t))=xq,t€[ty,T) to (2) for some 7> t, If furthermore d(x) is locally
Lipschitz continuous at x, then the solution is unique, and if d(x) is Lipschitz
continuous in R" then T can be extended to oo.

DEFINITION 1. (Equilibrium point). A point x*€R" is called an equilibrium
point of (2) if d(x*)=0.

DEFINITION 2. (Stability in the sense of Lyapunov). Let x(t) be the solution of
(2). An isolated equilibrium point x* is Lyapunov stable if for any x,=x(t,)
and any scalar €>0 there exists a 6>0 such that if ||x(t,) —x*|| <8 then
|x(t) —x*|| < & fort >t,

DEFINITION 3. (Convergence). Let x(t) be the solution of (2). An isolated equi-
librium point x* is convergent if there exists a 6 > 0 such that if | x(t,) —x*|| <6,
x(t)— x* as t — oo.
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DEFINITION 4. (Asymptotic stability). An isolated equilibrium point x* is said
to be asymptotically stable if x* is both Lyapunov stable and convergent.

DEFINITION 5. (Lyapunov function). [54] If in a neighborhood of the isolated
equilibrium point x*, there exists a function V(x) which satisfies: (i) V(x)>0 if
x#x* and V(x*)=0; (ii) V(x) has continuous first order partial derivatives;
and (iii) its time derivative along any state trajectory of (2) is non-positive, i.e.
dV /dt<0. Then V(x) is said to be a Lyapunov function for the system (2) at
equilibrium point x*.

Lyapunov function plays a very important role in the stability analysis of dy-
namical systems and neural network models. Unfortunately, a Lyapunov function
may not always exist for any function d(x) in the ode system (2). This limits many
applications of dynamical system and/or neural network models. In Section 5, we
will show that without using the Lyapunov function, we are still able to conduct
the stability analysis under the framework of the neurodynamical approach.

3. Dynamical system approach

The dynamical system approach for the underlying optimization problem is to
define a dynamical system or an ordinary differential equation so that the solution
of the optimization problem corresponds to a stable equilibrium point of the dy-
namical system. As a result, it is desired that the solution of this dynamical system
forms a continuous path or trajectory which starts at the initial point and ends at the
solution of the original optimization problem. The typical forms of such dynamical
systems in the literature are as follows:

O ety G
O s(0)-a(xtr), @)
a5 b0y e B —aeiry, )

where d(x) is a descent direction for function f(x) in (la), B(x)eR"" is a
positive definite matrix, a(¢) and b(¢) are scalar functions in ¢, and s(t) is a positive
scalar function in # and bounded above.

The research in the dynamical system approach can be traced back to 1950s,
and covers both various types of optimization problems as summarized in Table 1
and different forms of dynamical systems as classified in Table 2. As mentioned
in Section 1, the dynamical system approach for optimization is studied mostly by
mathematicians. This approach normally consists of the following three steps
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(a) to establish an ode system;

(b) to study the convergence of ode solution x(#) as t — oo; and
(c) to solve the ode system numerically.

Table 1. Classification of articles in terms of problem types

Without constraints [4], (7], [8], [9], [10], [55], [13], [52]
System of equations [6], [12], [38], [76], [1]. [2], [16], [22], [47]
With equality constraints [68], [14], [48], [49]
With inequality constraints [4], [62]
With general constraints [21], [58], [74], [75]

Table 2. Classification of articles in terms of ode types

Autonomous (3) Non-autonomous

First-order ode (4)  Second-order ode (5)
[4], [6], [12]. [7]. [21], [8], (3], [52] [38], [55]. [11. [2]. [13]
[9], [10], [58]. [68], [76],
[16]. [13]. [14]. [26]. [22].
[47], [48], [49], [74], [75]

The establishment of various ode systems in this approach reveals the lack of
some physical motivation, i.e., there is no discussion on how such dynamical sys-
tems were derived. Even [4] mentioned some economic interpretations, and some
ode systems were established based on the classical mechanics [38] and the motion
of a particle of unit mass [55], yet most of dynamical systems were derived simply
from their discrete counterparts in optimization, such as gradient method, Newton’s
method, etc.

The convergence study of x(¢) as t— oo and the stability of the correspond-
ing dynamical system were mostly addressed on a case by case base, no standard
theory and/or methodology were given. This phenomenon certainly limits the sys-
tematic study of the dynamical system approach and its application potential as
well. Two papers are worth mentioning, one by Tanabe [58] which used the sta-
bility theory of the dynamical system to study the ode system, and the other one
by Yamashita [68] which employed Lyapunov’s direct method to study the ode
system.

Even though the solutions of ode systems are continuous, yet the actual compu-
tation has to be done discretely. In all the dynamical systems (3)—(5), the numerical
solutions were mainly solved by either discrete optimization methods or finite
difference methods such as Euler, Runge—Kutta methods.
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In summary, the main attractiveness of this approach is its simplicity and its ori-
ginality in pursuing the continuous form. Furthermore, there is no any restrictions
on the forms of functions f(x), g(x) and i (x) in (1).

4. Neural network approach

In many engineering and scientific applications, the real-time solutions of optim-
ization problems are demanded. However, traditional algorithms for digital com-
puters may not be able to provide the solutions on-line in real-time. Therefore, the
search for real-time on-line solutions in such cases becomes not only important but
also essential. In early 1980s, an attractive and very promising approach was intro-
duced to provide real-time on-line solutions for optimization problems. The new
approach, which was pioneered by Hopfield [32, 33, 34, 59], is termed as Hopfield
neural network or simply neural network. Generally speaking, the neural network
approach provides an alternative and attractive way for the solution of optimization
problems. The significant and unique feature of the neural network approach to
optimization is the realization of simple and real-time hardware implementation.
In other words, an electrical circuit can be constructed which generates the on-line
solution of certain optimization problems.

Almost all the early work of neural network approach has strong practical ap-
plication background. In addition, these neural networks are aimed at finding the
global minimizer. As a result, the research was mainly focused on linear program-
ming (LP), quadratic programming (QP) and convex problems as summarized
in Table 3. Additional applications can be found in the books by Cichocki and
Unbehauen [17] and by Zhang [73].

Table 3. Classification of articles in terms of
problem types

LP [59], [45], [71], [70], [65], [18]
QP [57], [43], [11], [64], [66]
Convex  [19], [39], [51], [72], [44], [23]

Besides the above types of problems, general optimization problems were also
addressed using the neural network approach. The search is no longer for global
minimum, but includes local minimum. As a matter of fact, numerous neural net-
work models have been developed for various types of optimization problems.
From the optimization point of view, most of existing neural network models for
optimization problems could be divided into two classes. One class is gradient-
based neural network models, which are used for unconstrained optimization prob-
lems. These problems normally come from (a) some kind of transformations from
the constrained minimization problem with penalty function methods [39, 51, 44,
15, 42, 23]; and (b) complementarity problems with NCP functions [40, 41]. The
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other class is projective gradient based neural network models, which are derived
from constrained minimization problems and complementarity problems with KKT-
conditions [37, 64, 65, 66, 67] and [72]. The neural network models in [64, 65,
66, 67] for solving linear, quadratic and nonlinear convex programming problems
are based on KKT systems for optimization problems. Their models correspond
to some variants of the projective gradient method for the complementarity prob-
lem and the variational inequality problem [24, 28, 29, 31, 50, 56]. It should be
noted that for Lagrangian conditions with the nonnegative Lagrange multiplier,
if the Lagrange multiplier is penalized or transformed into unrestricted case, the
resulting neural network model belongs to the first class. On the other hand, if the
nonnegative Lagrange multiplier is enforced by projection, it belongs to the second
class.

Generally speaking, the Hopfield neural network is a recurrent neural network
(i.e., a neural network with feedback) which is asymptotically stable at any isol-
ated solution point. A Hopfield neural network model consists of the following
components:

(a) aLyapunov function as an energy function;

(b) aneural network which is asymptotically stable at any isolated solution point
and is in the form of an ordinary differential equation mathematically; and

(c) a hardware implementation or an architectural neural network diagram with
computer simulation.

Different from the dynamical system approach, every Hopfield neural network
model must have an energy function, which is one of the most important contri-
butions of Hopfield [32]. In the process of system evolution, this energy function
will decrease monotonically and reduce to zero when the system reaches the equi-
librium point. This energy function shares the same spirit as the merit function in
interior point methods for LP. But here the energy function must be a Lyapunov
function.

As mentioned in Section 3 where many dynamical systems normally do not
have any physical meaning, the dynamical systems here are all autonomous and
simply in the form of (3), where d(x(7)) is normally just the negative gradient of
the energy function with respect to x. The physical interpretation of this energy
function and the resulting dynamical system can be viewed as the motion of a
particle on the energy surface under the influence of gravity. From any initial point,
the particle slides downhill until it reaches the bottom of the hill (assume that the
particle has little momentum so that it will stay at the local minimum). In this way,
every local minimizer of the energy function can be thought as an attractor.

The stability analysis for various neural network models has been addressed in
the literature, see [11, 15, 23, 39, 43, 42, 64, 72]. However, all these discussions
are based on Lyapunov’s direct method which requires the existence of a Lyapunov
function. Unfortunately, a Lyapunov function may not always exist. This certainly
limits the stability analysis for a general neural network model.
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The hardware realization of a neural network ensures that the solution of the
underlying optimization problemcan be obtained on-line in real-time. However,
only certain functions can be achieved by neural network units due to the hardware
limitation. For those problems where nonlinear functions are engaged, certain non-
linear artificial neurons must be required. Table 4 summarizes the basic or typical
nonlinear functions, also called activation functions, used in neural networks in the
literature. For a more complete list, please see Appendix B in [17].

Table 4. A list of the basic or typical nonlinear functions used in neural

networks
Sigmoid function d(x)= ::%ij: or ¢(x) =
- . . I ifx20
Hard limiter (signum function) d(x)=
-1 ifx<0
1 ifx>1
Saturation limiter d(x)=1x if-1<x<l1
—1 ifx<—1
. .. x ifx=20
Simple limiter d(x)=
0 ifx<0
o & ifx>0
Quadratic function d(x)=
0 ifx<0
Absolute value function d(x)=|x|
Continuous-time integrator y(1)=y(0)+ fot x(7)dr

In late 1980s, some significant achievements have been obtained in artificial
neural network. Refs. [20] and [36] have shown that continuous functions on com-
pact subset of R" can be uniformly well approximated by linear combinations of
sigmoidal functions. In addition, [35] reported that under very general conditions,
networks with sufficiently smooth activation functions are capable of arbitrarily
accurate approximation to a function and its derivatives. To further extend the
study to a quantitative scale, Barron [5] examined how the approximation error is
related to the number of nodes in the network. It is shown in [5] that feedforward
networks with one layer of sigmoidal nonlinearities can achieve integrated squared
error of order O(1/N), where N is the number of nodes. Certainly, neural network
learning, which is becoming a very important part of artificial neural networks,
must be employed in these approximations.

Another but very important feature of the neural network approach is that its
formulation is naturally suited for massive parallel processing. As a matter of fact,
the computation in the neural network approach is normally carried out in parallel.
Generally speaking, the number of computational units could be in the same order
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of the number of unknown variables. Furthermore, this scaling can be done without
any additional work.

5. Neurodynamical approach

The term, neurodynamics, is not new. In [27], an entire chapter is devoted to the
discussion of neurodynamics. But Lyapunov’s direct method was used to address
the stability issue. To avoid using the Lyapunov function and combine the merits
of both dynamical system and neural network approaches, a new approach, called
neurodynamical approach, is introduced in this section to solve problem (1).

Based on the analysis and discussion in previous two sections, we can see that
the main merit of the dynamical system approach is that many dynamical systems
can be constructed based on optimization methods, i.e., these dynamical systems
can be viewed as the continuous realization of many optimization methods. On the
other hand, the main mathematical merit of the neural network approach lies in the
formulation of the energy function which decreases monotonically in time along
the solution of the underlying dynamical system. This energy function enables a
systematic study of the stability analysis for dynamical systems.

5.1. FRAMEWORK OF A NEURODYNAMICAL SYSTEM

In the proposing neurodynamical approach, we require each neurodynamical sys-
tem to have the following features:

Framework of a neurodynamical system

(N1) A merit function, say V(x), which may not be a Lyapunov function but is
bounded below, and a dynamical (or ode) system must be constructed.

(N2) The dynamical (or ode) system must be asymptotically stable at any isolated
solution point of problem (1).

(N3) YO — (Vv (x(1))"E2 <0 for all >0 and =0 if and
only if dfj—(tt) =0, where x(t) is a solution of the dynamical (or ode) system
established in (N1).

(N4) Each equilibrium point of the dynamical (or ode) system must correspond to

a (constrained) stationary point of problem (1).

Remarks.

(a) The V(x) and the ode system for each problem are not unique but they must
satisfy the above requirements.

(b) The analytical solution x(#) of the ode system is not sought. Only the limit
point of x(¢) is interested.
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(c) The stability analysis in both dynamical system and neural network approaches
adopts Lyapunov’s direct method, which relies on the Lyapunov function.
Here, we remove the restriction of the Lyapunov function, as a result, we are
ableto both analyze a much wider range of dynamical systems and simplify
the analysis.

(d) In the stability analysis of Lyapunov’s direct method, the equilibrium point
must be known beforehand. However, in our new neurodynamical system, no
Lyapunov function is needed, therefore we do not need any prior information
on the equilibrium point. This is very attractive since normally the equilibrium
point is the one that we are going to find.

(e) The dynamical (or ode) system is not just limited to any form of (3)—(5). This
is because some time-delay dynamical (or ode) systems may also be available
as a result of quasi-Newton directions.

(f) The hardware (circuit) implementation is not required in the above features.
This is mainly due to the fact that any continuous function on a compact
set can be uniformly well approximated by linear combinations of sigmoidal
functions as stated in Section 4. Certainly large number of neurons may be
required for a very nonlinear function, but this is beyond the scope of this

paper.

5.2. GENERAL PROPERTIES

In this subsection, we will explore some general properties for a neurodynamical

system. Theorem 1 has guaranteed that if d(x) is Lipschitz continuous, the solution

of (2) exists and is unique. First, let’s state the following Barbalat’s lemma which

is very useful in our stability analysis.

Barbalat’s Lemma [54] Ifa diﬁ‘erentiablg f(u)nction V(t) has a finite limit as t —
V(t

av(s) - . .
0o, and % is uniformly continuous, then = 0ast— oo.

Theorem 2 below states a general property for the ode system (2).

THEOREM 2. Assume that (i) V(x) € C'(R") is bounded below, (ii) there exists
constants B>a>0 such that —(VV(x))Td(x)=a|VV(x)|*> and ||d(x)| <
BIVV(x)|| YxeR", and (iii) d(x) and VV(x) are Lipschitz continuous in R".
Then for any t,>0 and x(t,)=x, VV(x(t))—0. Therefore d(x(t))— 0 as
t — oo, where x(t) is the solution of (2).

Proof: Since d(x) is Lipschitz continuous, Theorem 1 ensures that for any 7, >0
and x(#,)=x,, there exists a unique solution to the ode system (2). The as-
sumptions of V(x) being bounded below and —(VV(x))"d(x)>a|VV(x)|?
imply that V(x()) is monotonically decreasing along the trajectory x(z) in ¢ if
VV(x(t)) #0. Therefore, there exists a finite scalar V* such that lim, ,  V(x(¢))=
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V*. Then
V(x)—V*=— [ (VV(x(£)) d(x(1))de > [ IVV (x(1))|Pdt.

Following exactly the same arguments as in the proof of Theorem 4 in [25], we
have that there exists a constant L such that

[VV(x()ISL Vie[ty,00). (6)
Then for any ¢,, t, €[t,, ),

) PO, ) 0w a0 ae00) — (VY (202 d e
<ITV (1)) A1) ~ (Y (x(1) (1)
TV O A1) — (VY (x(12)) dx(e)
<L) ~ () |+ B-LITV (x(1)
o)
S(L-Ly+B-L-Ly)|x(1;) —x(5,) |

<L+peLL)| [ dmar]
<(LoLi+BL LB LI, ©

where L, and L, are the Lipschitz constants for d(x) and VV(x), respectively.
So ML) g uniformly continuous in [7,,00). From Barbalat’s lemma and the
assumption (ii), we have

limVV(x(t))=0, therefore limd(x(¢))=0. (8)
t—00 11— 00
This completes our proof. g

The result of Theorem 2 is quite general. Essentially, it says that if d(x) is a
strictly descent direction for V(x), then any limit point of the solution of (2) is
a stationary point of V(x) under fairly general assumptions. Theorem 2 is a little
short of proving the convergence of x(z). This convergence result is very desirable
but it is difficult to obtain. In Section 6, we will state this result in the case of
d(x)=—VV(x) for unconstrained problems.

The following Theorem 3 reveals that if d(x(,))#0, then d(x(¢))#0 for all
t€(t,,0).

THEOREM 3. Underthe same assumptions as Theorem?2, we havethatifd(x(t,)) #
0, then d(x(t))#0 for all te(ty,,00). Therefore, VV(x(t))#0 for all te
(79, 00).

Proof. It is easy to see that d(x(¢)) is continuous in ¢ under the assumptions.
Suppose that there exists a 7>1f, such that d(x(f))=0. From the continuity
of d(x(t)), we can assume that 7 is the smallest ¢ such that d(x(7)) =0.
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From the proof of Theorem 2, we know that (6) is true and therefore
[d(x() I <B-L Viz1,.

Let L, be the Lipschitz constant for d(x) and 6 be any constant with o € (0, i]
Now we focus on the interval [z — &, 7]. Then for any #,, t, €[f— 0, ], we have

4G =) | < Lilx(r) = (1)
<Ll dxmar]

< L6 max_[d(x(n)]. ©)
Te[1—8,1]

Notice that (9) is true for any ¢,, t, €[t —8,7] and d(x(7)) =0, then we have
0= min_[|d(x(7))[|>(1—L,-6) max_[[d(x(7))]. (10)
Te[r—8,1] Te[1—6,1]

This implies that d(x(7))=0 for any 7€[r—3J,7] which contradicts with the
definition of 7. This completes the proof. O

In conventional optimization methods, finite step termination can happen in
some solution schemes. But the result of Theorem 3 indicates that finite step ter-
mination will not happen in the neurodynamical approach. Consider a very simple
function of f (x)z%x2 and the ode system %= _x(¢). It is easy to get the

dr
analytical solution of the ode system x(#)=x,e~(~0). Therefore for any > 1,

x(1) #0if x,#0.

6. Some neurodynamical systems

In this section, two neurodynamical systems will be presented based on the frame-
work established in Section 5 for both unconstrained and constrained problems.

6.1. A. STEEPEST DESCENT DIRECTION FOR UNCONSTRAINED PROBLEMS

If V(x)=f(x) and d(x) =—VV(x), the right-hand-side of (2) corresponds to the
steepest descent direction. This is the most common case. A detailed study of this
dynamical system is provided in [25]. The following theorem from [25] guarantees
the asymptotic stability of this dynamical system at any isolated solution point.

THEOREM 4 (Theorem 4 in [25].). If V(x) is bounded below and its gradient
VV(x) is Lipschitz continuous in R", then for any initial point x,, the trajectory
x(t) of the system (2), satisfying x(t,) = x,, will converge to an equilibrium point
of the neural network (2) as t — oc.

The result of Theorem 4 is very strong. It guarantees the convergence of x(7),
the solution of (2), as t— oo. It should be noted that in the above result the
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infinity point has been viewed as an ordinary point in R" in such a way that for
every d (#0), x€ R", x+ ad approaches to it as a — oo.

THEOREM 5. For unconstrained problem (1a), if f(x) is bounded below and its
gradient Vf(x) is Lipschitz continuous in R", then the system of V(x)=f(x)
and (2) with d(x) =—VV (x) is a neurodynamical system.

Proof. Since f(x) is bounded below and the ode system (2) is well defined with
d(x)=—-VV(x), (N1) is satisfied. While Theorem 4 ensures the asymptotic sta-
bility of (2) with d(x) =—VV(x) at any isolated solution point. Therefore (N2) is
met.

Finally, due to d‘:‘—(f)z—HVV(x)Hz and V(x)=f(x), (N3) and (N4) can be
easily verified. This completes the proof. (]

6.2. B. NEWTON’S DIRECTION FOR UNCONSTRAINED PROBLEMS

Newton’s method is perhaps the most important method in optimization. The study
of Newton’s method has been quite rich in the literature. However, in the frame-
work of the neurodynamical approach, Newton’s direction has surely brought out
many new challenges. Let V(x)= f(x), based on Newton’s direction, the right-
hand vector d(x) in (2) can be defined as

—[V2V(0)]7'VV(x) if A(V2V(x))>8>0,
d(x)= { —VV(x) otherwise, (1)

where A(-) denotes the minimum eigenvalue of the underlying matrix. Then two

problems emerge:

1. First, the d(x) in (11) is not continuous. Therefore, the existence of a solution
x(1) to (2) needs to be justified.

2. Second, the computation of d(x) in (11) is much more expensive than the
d(x) in the steepest descent direction. Whether the faster convergence of New-
ton’s direction could compensate this extra computational load remains to be
investigated.

To compare the numerical performance of the steepest descent direction and New-

ton’s direction in (11) and also illustrate the numerical implementation of our

neurodynamical approach, we apply the system (2) to the following common test
examples in the literature.

Example 1. Powell badly scaled function [46]

F(x)=(10*x,x, —1)*+ (exp(—x,) +exp(—x,) — 1.0001)?,
xo=1(0,1), x*=(1.098---107°,9.0106---), f(x*)=0.
Example 2. Extended Rosenbrock function [46]

f(x) :Z;‘;l[loo(x%_x%i—l)z_{_(l _x2i71)2]’
[0l =—1.2, [x]=1, x*=(1,--, )7, f(x*)=0.
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In our simulation experiment, we tested §=10"'° and 107 for Newton’s
direction, and n=10 in Example 2. Our simulation will stop if ||Vf(x)||<1078.
Our simulation was implemented on a HP workstation (Model J5600) with Matlab
6.0. The ode solver used is ode23s. The minimum eigenvalue routine used in (11)
is the modified Cholesky factorization scheme in [53]. Our simulation results are
summarized in Table 5.

Table 5. Simulation results of Examples 1 and 2

SD Example 1 Example 2
f IVfl CPU (s) f IVF CPU (s)

1.34e-28 1.96e-9 0.5 1.11e-16 9.40e-9 4.3
Newton
0=1.e-10 1.34e-28 1.96e-9 1.4 3.27e-18 3.04e-9 30
0=1.e-20 2.12e-26 7.20e-9 1.4 3.27e-18 3.04e-9 30

The results in Table 6.2 indicate that for the two examples, the matrix opera-
tion for Newton’s direction really has slowed down the performance of Newton’s
method. More discussions on the related issues will be addressed in Section 7.

6.3. C. PROBLEMS WITH CONVEX SET CONSTRAINTS

Here we focus on the following form of problems:

min f (x) (12)
s.t.xel), (13)

where () is a closed and convex set. In particular, the common cases for () are: (a)
Q={xeR"| a<x<b} (bound constraint), (b) Q={xeR"| |x|,<c} (ball
or [, norm constraint), and (c) O ={xeR"| }__, |x;| <d} (I, norm constraint).

To establish a neurodynamical system for (12)—(13), we define V(x)=f(x)
and the following dynamical system:

dx(r)
D x = Pox = V), (14)

where P, (-) is the projection operator onto €. To ease the following discussion,
we define

e(x) =x—Pqo(x—=Vf (x)). (15)

LEMMA 1. For problem (12)—(13) and the ode system (14), if x(t,) =x, €,
then the solution x(t) of (14) is always feasible, i.e. x(t) € OVt > t,,.
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Proof. It is sufficient to show that —e(x) is a feasible direction for () at x providing
xel).
For any £ >0, we define

x,=x+e(—e(x)).
Then
x,=(1—g&)x+Pole(x—Vf(x))]. (16)

Since x, Py (x—Vf(x)) € Q) and Q is a closed convex set, we know that (1 —¢&)x+
ePy(x—Vf(x))eQ Vee[0,1]. Therefore (16) indicates that x,€ Q) Vee|0,1].
Thus —e(x) is a feasible direction for ) at x providing x € ). O

The result of Lemma 1 guarantees that the solution x(¢) of (14) always stays in
Q). Therefore, in the rest discussion for problem (12)—(13) and the ode system (14),
we only concentrate on ().

LEMMA 2. For problem (12)—(13), if Vf(x) is Lipschitz continuous in (), then
e(x) is also Lipschitz continuous in Q).

Proof. Let L, be the Lipschitz constant for Vf(x). Then from (15), we have

le(x) eI < x =yl +11Po(x=Vf(x)) =Po(y=Vf (YD) Vx, yeR". -
7

Since () is a closed convex set, from the non-expansive property of the projection
operator, we have

[Po(x)=Po(WII<llx=yl  Vx, yeR". (18)
Using (18), (17) becomes
le(x) —eWII < lx=y[+1(Gx=Vf(x) ==V,

<2 x =yl 1V ) =Wl
< C+Lp[x=yl. (19)
Therefore e(x) is Lipschitz continuous in ). O

Lemma 2 and Theorem 1 guarantee that the ode system (14) has a unique
solution x(r) for any initial solution x,€ ) if Vf(x) is Lipschitz continuous
in Q.

LEMMA 3. For problem (12)—(13) and the ode system (14), if x(t,) =x,€ (),
then we have

(Vf(x)) e(x) > le(x)[* >0. (20)
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Proof. Since () is a closed convex set, from inequality (4) in [30], we have
[y=PaW] [x=Po(»)]<0 VxeQ, ¥yeR". (21)
Taking y=x—Vf(x) in (21), we have
[e(x) = Vf (x)]"e(x) <O. (22)

This proves (20). O

If x* is a local minimum point of problem (12)—(13), then the intersection of
any feasible direction and any descent direction at x* is empty. In the case that
f(x) is differentiable on an open set which includes (), this can be written as

xeQ, (x—x)'VF(x*)=0 VxeQ. (23)

The following lemma states an equivalent condition for (23).

LEMMA 4. For problem (12)—(13), x* satisfies (23) if and only if x* is a zero
point of e(x).

Proof. See the proof of Theorem 1 in [30]. O
It is worth mentioning that in our discussion on the steepest descent direction based
neurodynamical system, the level set

L(xp) ={x € Q|f (x) <f(x)} (24)

could beunbounded. Butfor problems with constraints, we mustrequire the bounded-
ness of the level set L(x,). Now we are ready to prove the convergence of e(x).

THEOREM 6. Forproblem (12)—(13) andthe ode system (14), if Vf (x) is Lipschitz
continuous in Q) and L(x,) is bounded for any x, € Q, then for any initial solution
x(ty) =x,€Q, any limit point of the solution x(t) of the ode system (14) is an
equilibrium point of (14), i.e.

lim e(x(1)) =0. (25)

Proof. Since x(7,) =x, €, we know from Lemma 1 that any solution of the ode
system (14) will stay in ). The Lipschitz continuity of e(x) in Lemma 2 ensures
that the solution x(¢) of the ode system (14) exists and is unique from Theorem
1. Since L(x,) is bounded, we know that both ||Vf(x)|| and e(x) are bounded in
Q). Following the similar discussions as in the proof of Theorem 2, we can prove
that % is uniformly continuous in [#,,00). From Barbalat’s lemma, % =
—(Vf(x))"e(x), and Lemma 3, we can establish (25). O

The following theorem states that for problem (12)—(13), V(x)=f(x) and the

ode system (14) constitute a neurodynamical system.
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THEOREM 7. For problem (12)—(13), if its gradient Vf (x) is Lipschitz continu-
ous in ) and L(x,) is bounded for any x,€ (), then the system of V(x)=f(x)
and (14) is a neurodynamical system.

Proof. From our assumptions and previous discussions, we know that the ode sys-
tem (14) is well defined. In addition, From V(x)=f(x), Lemma 1 and L(x,)
being bounded, we can easily see that f(x) is bounded in Q. Therefore (N1) is
true.

Let x* be any isolated solution point of (12)—(13), then Theorem 6, Lemma
4 and the proof of Theorem 4 in [25] guarantee that x* is asymptotically stable.
Therefore (N2) is met.

Notice that d‘zl—(,x) =—(VFf(x))Te(x)<—|e(x)]|*<0 (Lemma 3), then (N3)
can be established easily.

Finally, Lemma 4 ensures that (N4) is true as well. This completes the proof. [J

It should be noted that the assumption of level set L(x,) being bounded can be
removed if () is bounded.

7. Concluding remarks

In this paper, based on thorough reviews on both dynamical system and neural net-
work approaches for optimization, a neurodynamical approach is proposed for gen-
eral optimization problems. The framework set out in Section 5 for the neurodynam-
ical approach combines the merits of the previous two approaches and allows a rig-
orous and systematic continuous path study for optimization. Using the neurodynam-
ical approach, good and attractive theoretical results have been obtained under
very mild assumptions. In addition, two neurodynamical systems are established,
one for unconstrained problems and one for convex set constrained problems.
These two neurodynamical systems have illustrated many attractive features for
the neurodynamical approach.

7.1. FUTURE RESEARCH DIRECTIONS

Our study on the neurodynamical approach for optimization is just starting. There
are many interesting and important issues remain to be investigated. We list some
of them here:

(i) We anticipate that the solution of any neurodynamical system should con-
verge to an equilibrium point of the underlying ode system. For unconstrained
problems, this result has been proved in [25] for the gradient direction. But a
general result remains to be investigated.

(ii) General nonlinear constrained problem represents the hard core in optimiz-
ation. A neurodynamical system for such problem is needed to consolidate
the power and attractiveness of the neurodynamical approach. This has been
under investigation by the authors.
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(iii) Looking at the two neurodynamical systems established in Section 6, there is
no matrix operation. This is certainly very attractive for large-scale problems.
However, can the numerical ode solvers cope with such feature? This should
post new challenges for the large-scale numerical ode solvers.
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